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The Little (TrustForge) Enclave that Could...

• Execute RISC-like instructions directly on 
encrypted data

• Transform a hackable CPU into next-gen 
privacy tech that surpasses FHE and ZKP

• Nullify software and hardware hacking

• Pass commercial red teaming and full
formal verification with zero vulnerabilities

• Stop data breaches once and for all!

• Advance data privacy by denying software 
access to sensitive data it is processing

• Do this with only a 190k-gate functional unit!
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Drop by my poster
to learn more!
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Seungjae Moon

Co-Founder, Research Scientist

Latency Processing Unit (LPUTM)

Accelerating Hyperscale Models for Generative AI
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Large Language Model (LLM)

Demand for highly scalable model inference hardware to support growing LLM 



LLM Training & Inference Characteristics

Training

Large batch
Compute-intensive
Throughput-oriented hardware

Inference

Small batch
Memory-intensive
Latency-oriented hardware



Latency Processing Unit (LPU)

WORLD-FIRST HARDWARE DEDICATED FOR END-TO-END INFERENCE OF LLM



LPU Key Features

Streamlined Execution Engine
Perfectly balances memory bandwidth and compute 
logic to maintain bandwidth usage of ~90%

Expandable Synchronization Link
Lightweight full-duplex peer-to-peer 
communication technology with custom protocol
Performs data synchronization with low latency and 
latency hiding to achieve near-perfect scalability

HyperDex Software Stack
Software framework that supports various language 
model structures and user requests
Runs automated tools to create prerequisite data 
(e.g., parallelization, mapping, and instructions) to 
run the LPU at the application level

DETAILS AT OUR POSTER SESSION



Performance

140 TOKENS PER SECOND
FOR TEXT GENERATION WORKLOAD

PCIe Interface
Gen3 x16

16 GB HBM2
460 GB/s

Vector 
Execution Engine

Streamlined 
Execution Engine

Streamlined 
Memory Access

Local Memory Unit

Instruction Control 
Processor

P2P Interface
100 Gbit/s

Operand Issue Unit

Quad-port 1GbE NIC

QSFP Transceiver 
100 Gbit/s

LPU-equipped Cards
(Xilinx Alveo U55C)

2 x Intel Xeon
16-core 2.9 GHz

PCIe Switch

DDR4 512 GB

NVMe SSD 2 TB

Cooling System



1 LPU

1 LPU vs. 8 LPUs on Meta AI LLaMA2 7B Model
1 LPU (49.6sec) 8 LPUs (8.7sec) 



Chatbot UI



Website: www.hyperaccel.ai

Email    : sj.moon@hyperaccel.ai | contact@hyperaccel.ai  

For more information, please visit our poster session!

HyperAccel, a startup that provides hyper-accelerated 
silicon IP and solutions for emerging applications

Currently supported models (up to ~100B parameters)
▪ OpenAI GPT 1, 2, 3
▪ Meta AI LLaMA 1, 2
▪ Meta AI OPT
▪ Stanford Alpaca
▪ EleutherAI Polyglot
▪ EleutherAI GPT Neo-X

http://www.hyperaccel.ai/
mailto:sj.moon@hyperaccel.ai
mailto:contact@hyperaccel.ai


MLSoC™ - An overview

Hot Chips 35, August 28-29, 2023

Srivi Dhruvanarayan, Victor Bittorf 
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Our Vision: Effortless machine learning for the embedded edge

MLSoC: Run entire CV application efficiently

Efficient ML handling: Tile architecture. 

Scheduling: Operations efficiently pipelined, scheduled 

Data handling: On chip dec/enc, compliant with AVC, HEVC 

Pre/Post processing: Dedicated CVU 

Efficient static scheduling: Maximize compute while minimizing 
data movement; 

Quantization scheme: Patented accurate low-power scheme 

Fully INT8 inference: 100% of total compute dedicated 

Patented cache usage: Manage memory hierarchy

Low
power

Performance

Application

Wide variety of end2end CV applications; Accuracy 
and common operator support

Low code productization; Ready to use models, 
production ready platforms and dev kits



SiMa.ai key innovations

SW control of 
cache/memory 
hierarchy, data 

movement: minimal 
data movement, 

small cache, high 
compute efficiency 
and lowest power

SW controlled data 
movement,  

scheduling & 
synchronization

Supports full 
complement 

of CV 
applications 

at lowest 
power

Fully 
programmable

MLA

Highly 
optimized 
building 
blocks 

enable best 
in class end-

to-end 
performance

Optimized end-
to-end SoC 

pipeline

Enables  ML 
capabilities 
for legacy 

apps;  future 
proofs

applications

Seamless 
heterogeneous 

compute

Low code 
customer 
evaluation

Vision 
Development 

Platform (VDP)

Allows 
customers to 

build apps 
without having 
to write code

Effortless 
customer 

integration

Low code ML
Customers 
can develop 

& deploy 
applications 

without 
having to 

understand 
details of 

HW

Highly flexible ML accelerator Secure, self-contained SoC Simple to develop & deploy
ANY and 10x Pushbutton



Video, CV & ML Processors
ML Accelerator - 50 TOPS INT8
Quad Vector DSP - 600 GOPS 
HW video encode/decode
16GB LPDDR4

MLSoC™ Machine Learning System-on-Chip

Acquire ANY Data 

10X ML Processing

Decide, Control & Update

PCIe Gen4, 1GB Ethernet
Dedicate: I2C, SPI, GPIO, SDIO

Quad A65E ARM8.3
Dedicated secure boot 
processor 

Application 
Processor

A65 x4

Purpose built for ML edge at embedded edge 

13.6mm

1
2

.9
m

m

TSMC - 16nm
TDP - 15-20W
Typical ML Workloads, CV Pipelines - 8-10W



Silicon Overview - 10x Performance for  ML Processing

1 GHz Tile + 
L1 256KB

L2 2.5 MB

L
2

 2
.5

 M
B

L
2
 2

.5
 M

B

L2 2.5MB

ARM M4SRAMDMA
Instruction
Manager

10x10 Array

DMA
Decompression

Engine

DMADecompression
Engine

DMA
Decompression

Engine

DMA
Decompression

Engine

60GB/s
B/W

16GB
LPDDR4

50 INT8 TOPS

Machine Learning Accelerator



1 Camera
1.4x Orin
2.1x Xavier

8 Cameras
1.37x Orin
Xavier data not published

MLPerf: SiMa.ai delivers advantage over NVIDIA
SiMa.ai MLSoC (N16) compiled results unseats Orin (8nm) on both performance and power

Link to MLPerf results

https://github.com/mlcommons/inference_results_v3.0


Video

Decode

Pre-

Process
Model

Post-

Process

Video

Encode

Video

Accelerators

A65 &

EV74MLA

Full Video Pipeline

Industry Standard

Video codecs

Custom Designed

AI Accelerator

DSP & General 

Purpose

Execution

Camera
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A Heterogeneous SoC for 

Bluetooth LE in 28nm

Felicia Guo, Nayiri Krzysztofowicz, Alex Moreno, Jeffrey Ni, Daniel Lovell, Yufeng Chi, 

Kareem Ahmad, Sherwin Afshar, Josh Alexander, Dylan Brater, Cheng Cao, Daniel Fan, Ryan 

Lund, Jackson Paddock, Griffin Prechter, Troy Sheldon, Shreesha Sreedhara, Anson Tsai, Eric Wu, 

Kerry Yu, Daniel Fritchman, Aviral Pandey, Ali Niknejad, Kristofer Pister, and Borivoje Nikolic

University of California, Berkeley
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Chip in a Semester

• 19 students in 14 weeks

• 1 𝑚𝑚2 chip in TSMC 28nm

• Berkeley developed tools

Berkeley Analog 
Generator

(ADC Only)

BAG



BLE Measurement Results

• Transmit packet decoding done two ways:

1. Software Testing

2. Commercial (Nordic nRF52840 DK) receiver

• Receiver tested from PCB antenna port to differential output of final VGA (pre-ADC)

Commercial receiver decoding correctly formed packet 

sent with “GOBEAR HOTCHIPS23” as payload



Thank You!

We would like to acknowledge and thank Apple for supporting integrated circuit engineering 

classes at UC Berkeley EECS department through Apple’s New Silicon Initiative program.

This work is also funded by NSF CCRI ENS Chipyard Award #2016662.



Mark Wade, PhD | President, CTO, Co-Founder | August 28, 2023

Driving Compute Scale-out Performance with Optical 

I/O Chiplets in Advanced System-in-Package Platforms
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Hundreds/Thousands of Sockets Computing as One

Model Size >> 

Node Size

Distribute 

across many 

nodes

Interconnect 

fabric 

becomes 

major 

bottleneck

Optical I/O 

Needed

(reach, power, 

latency)

NVidia DGX GH200: 256 GPUs acting as 1 “Mega GPU” 

DGX GH200 SuperPOD (Source: Nvidia)

15 meters (50 feet) 



45

SuperNovaTM multi-port, 
multi-wavelength light source

TeraPHYTM CMOS Optical I/O chiplet 

SoC

Electrical I/O 
(parallel or serial)

2.5D or 2D package

data

laser

Typical in-package 

temperature 80-110oC

External laser module 

temperature <55oC

Socket – Socket

Board – Board

Rack - Rack

Ayar Labs Optical I/O (OIO) Chiplet



Optical FPGA PCIe Card

2 x 4Tbps Optical I/O Chiplets

<1e-12 BER pre-FEC

10ns + TOF latency

Running Live Outside

Optical I/O Enables Fully Disaggregated Distributed Compute
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End of Poster Lightning Talks
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